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A B S T R A C T   

Human-animal conflict in Assam, India’s north-eastern state, is rising continuously. Because it occurs year-round, 
it damages agricultural productivity and kills people and animals, including elephants. When a herd of wild 
elephants emerges from a deep forest and enters human-inhabited territory around the Kaziranga National Park 
(KNP) in Assam, an alert must be sounded for the neighbourhood residents and forest workers to prevent con-
flicts. Another concern is that many wild animals die near the KNP while crossing the national highway NH-37 
which traverses the area. During floods, animals flee to the highlands for food and shelter. An automated animal 
identification and warning system near the KNP may reduce human-animal confrontations. This paper reports 
the design of a system that attempts to address the above concerns. Artificial Intelligence (AI)-based strategies 
are utilized to recognize wild animals from live video sequences, provide warnings to avoid encounters, and 
protect humans and animals. Deep learning models and YoloV5 with the SENet attention layer are used to 
recognize wild animals in real-time. This model is trained using a public and customized dataset of animal 
species. Cameras attached to the cloud-based AI system take photographs from several KNP locations to confirm 
the model. The model’s 96% accuracy in animal photographs and videos taken day and night and in feed from 
contemporaneous location has shown its utility. The model also improves reliability by 1–13% over previous 
methods.   

1. Introduction 

Assam, a state in northeastern India, is a biological hotspot, where 
human-animal conflicts, especially human-elephant standoffs, are on 
the rise. According to a March 2023 report by the Govt. of Assam’s 
Minister of Forests, these conflicts claim the lives of over 70 people and 
80 elephants per year in the state. The 2009 handbook of the Assam 
Haathi Project (Project, 2009) states that there are about 5000 elephants 
in Assam and that their numbers are increasing. Five distinct elephant 
reserves (ER) are located in the state, according to information on the 
Assam Government webpage (Forest Department Website, Government 
of Assam, n.d). The districts of Kokrajhar, Chirang, Baksa, and Udalguri 
are home to the Chirang Ripu ER (2600 sq. km.), Sonitpur ER (14,200 sq. 
km.), Dibrugarh and Tinsukia districts to the Dihing Patkai ER (937 sq. 
km.), Sonitpur, Nagaon, Golaghat, and Karbi Anglong districts to the 

Kaziranga-Karbi Anglong ER (3270 sq. km.), and Nagaon, Karbi- 
Anglong, and N.C. Hills districts to the Dhansiri-Lungding ER (2740 
sq. km.). In Assam, the elephants’ sole access to food, water, and shelter 
is via the forest. Herds of them gather together. There are now varying 
degrees of deforestation in various parts of Assam. Some individuals 
have settled there and are cultivating the forest area as well. Elephants 
emerge from the forest in quest of food in the nearby agricultural regions 
when there is a scarcity of food in the forest. This causes confrontations 
between people and elephants, which affects agriculture and results in 
human casualties. On rare occasions, incidents of elephants being 
murdered by humans have been reported including the use of electric 
shocks or poisoning in their food (The Deccan Herald, n.d). 

According to The Deccan Herald on June 9, 2022 (The Deccan 
Herald, n.d), another issue that is causing worry in the state of Assam is 
the fact that speeding automobiles utilize the national highway 37 (NH- 
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37) that traverses through restricted woods, which includes the Kazir-
anga National Park (KNP). There have been several wild creatures that 
have perished as a direct result of these vehicles. With its single-horned 
rhinoceroses, the park has gained a lot of attention. The protected area 
that is a component of the KNP has an area of about 430 km2 and is 
situated on the southern bank of the Brahmaputra river. It is situated on 
the boundary of the Golaghat and Nagaon districts of Assam, which are 
two of the most ecologically gifted regions in the Eastern Himalayas. The 
park was listed on the list of places that were to be maintained as part of 
the World Heritage site by the United Nations Educational, Scientific, 
and Cultural Organization (UNESCO) (UNESCO World Heritage 
Convention List, n.d) https://whc.unesco.org/en/list/ in the year 1985. 
The park is home to a vast range of wild animals, birds and creatures, 
including the one-horned rhinoceros, elephants, wild water buffalo, 
swamp deer, tigers, and monkeys, according to the information that is 
shown on the website of the Assam Forest Department. A Tiger Reserve 
designation was bestowed for the KNP in the year 2006. It was deter-
mined to be a significant place for birds by the Birdlife International, an 
organization that is committed to the preservation of the world’s birds 
and other types of avifauna (Birdlife International Organization Portal, 
n.d). The park is separated into four distinct ranges for your enjoyment. 
The Kohora range is located in the centre of the park, the Agoratuli range 
is located in the eastern zone, the Bagori range is located in the western 
zone, and the Burhapahar range is located in the middle of the park, 
which is mostly mountainous. Several different species of animals use 
these regions as routes to go through. However, this well-known park is 
today facing a number of challenges that endanger its long-term exis-
tence. These challenges include the steady loss of marsh and grassland, 
encroachment, poaching, human-animal conflict, soil erosion, and the 
commercialization of neighbouring regions, among many other causes. 
As part of their discussion, Gogoi and Hira (2020) identified a number of 
challenges and roadblocks that must be surmounted in order to increase 
tourism in the KNP, including the generation of revenues. In the KNP, 
Medhi (2020) investigated the interactions that occurred between peo-
ple and wild animals, as well as the compensation that resulted. The 
attitude of the local people in and around the KNP when interacting with 
forest authorities was shown in a compelling scenario that was described 
in the work mentioned above. 

The entire length of the KNP is traversed by the NH-37, and various 
animal corridors are found surrounding the highway. Most human-wild 
animal encounters in the park occur along the NH-37. During the flood 
times in the KNP, many of the wild animals make their way out into the 
open area across NH-37 in search of food and safety in the park’s 
highland areas. Most often, wild animals of this kind are struck and 
killed by cars and other vehicles while crossing the NH-37 on their way 
to the southernmost parts of the park. Particularly, during floods, vast 
numbers of such incidents occur. Even in the surrounding parts of the 
park, where elephants are known to go out into human-lived areas and 
agricultural areas in search of food, reports of human-elephant conflict 
are frequently seen. It is possible that a sophisticated automatic alert 
system could avoid the death of wild animals and lessen the amount of 
conflict between humans and elephants. 

Sharma et al. (2021) have studied and reviewed work on the human- 
wildlife conflict problem and highlighted the causes and effects of the 
problem. The report reflects that traditional protection techniques like 
guarding and fencing are at the forefront of managing the problem. A 
more serious issue related to human-elephant conflicts is observed not 
only around the KNP, but also all over Assam, and many parts of India. 

Computer vision and object detection methods are key to an auto-
mated approach to wild animal detection and alarm generation systems. 
Some recent works have reported the application of a class of machine 
learning (ML) and deep learning (DL) tools for these purposes. DL tools 
like the Convolutional Neural Network (CNN), due to its mammalian 
cortex-inspired processing, are effective in vision-based automatic 
discrimination and decision support for a range of applications (Yuvaraj 
et al., 2022; Tuia et al., 2022; Ghosh et al., 2022). As highlighted in the 

next section, there are proven approaches based on CNN models for 
controlling human-elephant conflicts and saving other wild animals’ 
lives from fatal road accidents. To train a CNN-based model, large 
datasets are required. Various groups of people are maintaining large 
datasets of wild animals that can be used for training a specially 
configured CNN model to obtain better performance (Zhou et al., 2022). 
However, computation time and local resources required to train such 
approaches are high, which appears to be a major limitation of such 
approaches. Hence, ample opportunities exist to design and configure 
fast cloud resident-modified CNN-based DL models with multiple cam-
era inputs for deployment around the critical infrastructure, including 
highways passing through important biological hotspots (like the NH-37 
passing through the KNP). 

In this work, the application of such a CNN-based model to prevent 
human-animal conflicts in Assam and save the lives of wild animals in 
the KNP, including deer and tigers, is proposed. The work centers on the 
YOLO model, which is a reliable, simple, and fast DL tool for training, 
testing, and deployment with a range of multi-dimensional data (Red-
mon et al., 2016). The current work highlights the effective use of the 
YOLOv5 network configured for wild animal detection from video se-
quences. To improve the model’s performance, the SENet attention layer 
(Hu et al., 2019) is added to YOLOv5 (Zhu et al., 2021). The model is 
tested in a cloud-resident form with cameras deployed at four different 
locations, representing four different zones of the park where human- 
animal conflict rates are high. It is also expanded for performing a 
range of experiments to explore the possibilities of detecting a diverse 
class of animals captured with varied illumination, distance, and back-
grounds with the provision of auto alarm generation. The main contri-
bution of this paper is the enhancement of the detection accuracy using 
the YOLOv5 model with the SENet attention mechanism with the 
following advantages.  

• This mechanism can enhance detection accuracy using fine-grain 
features of the object, enabling the detection of a diverse class of 
animals captured with varied illumination, distance, and back-
ground variations with the provision of auto alarm generation.  

• The model gives an enhanced detection rate by weighing noisy 
channels and focusing on specific feature sets using the SENet 
attention layer.  

• It is compatible with different CNN and other DL models. 

This paper is divided into five sections. Section 1 is the introduction 
of the background concept and explanation of the human-animal con-
flict problems in Assam. Various existing systems are elaborated, and the 
need for an effective automated system is also summarized in this sec-
tion. Section 2 is a review of some related works and a summary of some 
recent works. The methodology used in the proposed work is discussed 
in Section 3. A pseudo algorithm for the proposed model, dataset used, 
model architecture, and training environments with parameters are 
included in this section. The metrics used for performance measurement 
are also explained in this section. The results and discussion are included 
in the section 4. Experimental results are shown here, along with some 
analysis. The model deployment, comparison with previous works, and 
impacts of the work are also discussed in this section. Finally, section 5 
concludes the work, followed by a future direction and references used 
in the work. 

2. Related work 

Some traditional techniques used for handling human-elephant 
conflicts in Assam, as reported in the handbook of the Assam Haathi 
Project (Project, 2009), are given below.  

(i) Trip Wire Alarms - It is essential to have knowledge about the 
path that elephants take to get into the agricultural area. As a 
result, certain poles are installed in the entry point, and then the 

B. Bhagabati et al.                                                                                                                                                                                                                              

https://whc.unesco.org/en/list/


Ecological Informatics 79 (2024) 102398

3

wires connecting these poles are strung together. The wire is 
damaged whenever elephants come close, and as a result, an 
alarm is triggered.  

(ii) Watchtower- In the forests bordering areas, elephants suddenly 
enter into agricultural areas, frequently during the crop seasons. 
The villagers can better respond to the threat posed by elephants 
if they can access information via a watchtower. A watchtower is 
a simple building that consists of a platform, attached either to a 
tree or a freestanding building, elevated a few meters above the 
ground or may accommodate one or two people.  

(iii) Techniques for sending elephants back to the forest: As soon as 
the villagers are alerted, many different strategies are used in 
Assam to send back the elephants. Common strategies are the use 
of fire, very loud noise created by using firecrackers, vehicle 
horns, drumming on drums, and rifle shots. 

By utilizing technology, we may work towards developing solutions 
that are both effective and environmentally friendly to reduce the 
severity of these disputes and promote the harmonious coexistence of 
elephants and humans (Yuvaraj et al., 2022) (Tuia et al., 2022) (Ghosh 
et al., 2022). An automated method of monitoring human-animal con-
flict is required for many reasons, including the following:  

(i) Early detection: An automated system can use a variety of sensors 
and technologies, such as drones, satellites, and ground-based 
sensors, to detect and identify elephant movements and behav-
iours. This allows for early detection through which fast re-
sponses and interventions can be taken to prevent or limit the 
escalation of conflicts before they even begin.  

(ii) Timely Response- A prompt response is provided by automated 
monitoring systems, which, once a conflict has been identified, 
can immediately warn the appropriate authorities or local pop-
ulations. This enables prompt reaction tactics to be undertaken, 
such as deploying trained staff to the impacted areas or utilizing 
deterrent measures to steer elephant herds away from human 
settlements. In addition, this makes it possible to implement 
initiatives in a timely manner. 

(iii) Accuracy and dependability: When compared to human observa-
tion alone, automated systems can provide more accurate and 
reliable data (Yuvaraj et al., 2022). They can constantly watch 
enormous swaths of land, maintain a consistent data record, and 
examine patterns and trends over time. This information may 
help understand the dynamics and causes of disputes, which may 
then be applied to developing effective solutions for conflict 
mitigation.  

(iv) Cost-effectiveness- The monitoring of human-elephant conflict by 
humans can be difficult and resource-intensive, as it requires 
continual surveillance and committed staff. However, this type of 

monitoring can be cost-effective. Once installed, automated 
monitoring systems can function at all hours of the day and night. 
This eliminates the requirement for continuous human presence 
and can potentially reduce the overall expenses connected with 
monitoring and response operations (Tuia et al., 2022).  

(v) Decision-making: Automated monitoring systems can offer useful 
insights by collecting and analysing data on elephant movements, 
behaviour, and occurrences of conflict. These realisations can 
serve as a roadmap for evidence-based decision-making, such as 
locating high-conflict regions, formulating land-use strategies, or 
developing efficient elephant conservation initiatives (Tuia et al., 
2022). 

Safety for humans and elephants: Human-elephant conflicts can be 
hazardous for both parties involved, leading to injuries or even deaths 
for both elephants and humans. Keeping both elephants and humans 
safe is important. An automated monitoring system can assist in pro-
tecting the lives of people and their property by providing early warn-
ings and making it possible for rapid intervention (Gogoi and Hira, 
2020). This can also protect the well-being of elephants by lowering the 
number of times they retaliate against humans. 

Bhagabati and Sarma (2016) highlighted various object detection 
techniques using video input. Arshad (2021) has reported the use of 
various CNN models in object detection. The use of deep neural net-
works (DNN) for object recognition is reported by Taskiran et al. (2020). 
Various AI-based techniques for animal detection are described in the 
literature. A CNN model was developed by Loos et al., 2011 for re- 
identifying great apes and later modified by Loos and Ernst (2013) to 
recognize chimpanzees. Recently, Tuia et al. (2022) have studied the 
problems of conventional animal monitoring and the perspective of ML 
approaches for wildlife conservation. A number of performance im-
provements and adopting solutions based on ML and sensors are high-
lighted in their work. The method of elephant recognition with classical 
computer vision methods has been discussed in the work of Ardovini 
et al. (2008). For the detection of elephants, they used shapes as well as 
nicks in the ears. Premarathna and Rathnayaka (2020) has studied the 
problem of human-elephant conflict, where 90% of elephant recognition 
was reported using CNN. The application of the YOLOv5 model for ob-
ject detection and face recognition from images and videos has been 
demonstrated by Bhagabati and Sarma (2022b). In another recent work 
(Bhagabati and Sarma, 2022a), the parameters for performance 
improvement of CNN are studied. A model with a fine-grained dataset 
for detecting elephants using the YOLO model is reported by Körschens 
and Denzler (2019). Various challenges, like strong colour variations of 
animals, and a small number of images for each class of image, have 
been considered in the dataset. 

Khalajzadeh et al. (2014) depicted the use of CNN with simple lo-
gistics classifiers for face recognition problems. The problems of non- 

Table 1 
Summary of some recent works. The model used in the respective works, objective, dataset used, size of the dataset in terms of images and accuracy of the model is 
shown.  

Reference Model Aim/objective Dataset Size Accuracy 

Banupriya et al. 
(2020) 

CNN To detect wild animal Elephant train dataset, Cheetah train 
dataset 

55 images 86.79% 

Ghosh et al. 
(2022) 

A series of CNN model, 
N1, N2, N3, N4, N5 & N6 

To predict human-animal 
conflict in an unprotected 
area 

An anonymized dataset comprising 
images of cattle-animal and human- 
animal conflicts 

2628 satellite imaginary images covering 
area 10 km × 10 km, 8 km × 8 km, 4 km 
× 4 km 

82.2% 

Yuvaraj et al. 
(2022) 

HOG + CNN To recognize animals at night 
time 

Thermal images. Contains deer with 
different pauses. 

Out of 1500 images, only 1068 are 
applied 

91% 

Benjumea et al. 
(2021) 

YOLO-Z To recognize small objects Car rally images About 4000 images 96% 

Zhang et al. 
(2023) 

Improved YOLOv5 To detect human-animal 
conflict 

Wild animal dataset containing tiger, 
panda, elephant, squirrel, giraffe, 
butterfly. 
The dataset has labelling annotations in 
XML format. 

6050 images 95.6%  

B. Bhagabati et al.                                                                                                                                                                                                                              



Ecological Informatics 79 (2024) 102398

4

uniform illumination in face recognition using the CNN are discussed by 
Schroff et al. (2015). Error occurrences for various number of epochs for 
different CNN system was addressed by some researchers (Nakada et al., 
2017; Ramaiah et al., 2015). 

Recently, the problem of animal-vehicle collisions at the roadside has 
been addressed by Yuvaraj et al. (2022). This work has applied a CNN 

for the detection of wild animals in the nocturnal period for plying of 
vehicles safely using a set of real-world data acquired with a thermal 
camera on the move in the city of San Antonio, USA. About 91% highest 
accuracy has been reported in detecting wild deer. In another recent 
work, Ghosh et al. (2022) have considered the human-wildlife conflicts 
in the Bramhapuri Forest Division in Maharashtra. They have claimed 

Yes Yes

Fig. 1. Block diagram of the proposed approach showing the model training steps, the cameras connected to capture the images and videos of wild animals, and the 
scheme for deployment of the trained model. 
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that their work is the first effort to predict human-wildlife conflict in an 
unprotected area. This work has considered the data set in which 0.38% 
conflict per 100 km2 as well as different datasets covering area by k km 
× k km in square, where k = 4 km, 8 km, 10 km. The main drawback of 
this approach is that if land use and land cover are considered, then only 
this model is applicable. For other cases, this model is not applicable. 
CNN has been used for detecting wild animals with an accuracy of about 
82.2%. Banupriya et al. (2020) reported on the use of the DL algorithm 
for identifying wild animals to lessen animal-vehicle accidents. In this 
work, a feature-based matching technique has been used for detecting 
animals. As illumination of each image varies, which is why images are 
required to be normalized for detection. Considering the small object 
detection method, the YOLOv5 model has been modified for better 
recognition of small objects in a special application of autonomous 
racing (Benjumea et al., 2021). The effect on performance and inference 
time has been investigated by replacing certain structural elements of 
the model. The improved version of the YOLOv5 model is called YOLO- 
Z. In another recent work (Zhang et al., 2023), the YOLOv5s model has 
been studied for animal detection, and the model has provided improved 
performance for real-time target detection for animals. They used the 
RepVGG model (Ding et al., 2021) for simplification of network struc-
ture, the sliding window method for increasing convergence speed and 
real-time performance, and finally, they used C3TR for enhancement of 
feature extraction and feature fusion ability of the model. The dataset 
used in the work contained wild animals such as pandas, squirrels, ti-
gers, elephants, giraffes, and butterflies. They improved the YOLOv5 
model for detecting wild animals, and the highest accuracy obtained is 
95.6%. The summary of the recent developments in the area of animal 
object detection is shown in Table 1. 

From the literature review, it is observed that different CNNs have 
been applied on different datasets with gradual improvement of the 
accuracy of detection over time. Emphasis is given to accuracy as 
response time varies depending upon the processor used and codes. 
Different datasets for animal detection are used, some consisting of one 
type of animal having different poses and some consisting of multiple 
types of animals with different poses. Though the YOLOv5 model 
(Benjumea et al., 2021) has been improved to detect small objects only, 
and even though the modified version YOLO-Z has improved accuracy, 
this model may not be applicable in human-animal conflicts as all wild 
animals are not of small size. Again the YOLOv5 model has been 
modified to improve wild animal detection (Yuvaraj et al., 2022). The 
authors have claimed that the model can be extended for detecting other 
animals. However, it is not mentioned whether the model will work for 
other animals in both day and night vision. 

The use of thermal cameras for animal detection is also seen in the 
literature. However, the use of CNN for detecting wild animals at night is a 
challenging task, and it needs to be addressed properly. In the process of 
detecting wild animals, further improvement in accuracy is needed. 
Further, there is an opportunity to develop approaches that are proficient 

in working well in a generalized approach under both day and night 
conditions with background variations for detecting human-animal con-
flict. The YOLOv5 model, with certain modifications and additions, is 
found to be suitable for developing a generalized framework for the 
detection of human-animal conflict under both day and night conditions 
with background variations. Especially, the addition of attention layers as 
part of the primary detection network helps not only to focus on key areas 
of the scene under study but also provides optimization in the training and 
enhanced accuracy. In view of the above, in this work, a SENet attention 
layer (Hu et al., 2019) is added to YOLOv5 for detecting human-animal 
conflict under both day and night conditions with background varia-
tions. The proposed network is extensively trained with samples of public 
databases and video streams capturing the scenes under study. The com-
bination produces appreciably better outcomes. The details of the design 
have been included in the subsequent sections. 

3. Methodology 

In the present work, a model for real-time animal detection and alarm 
generation for the protection of the lives of human beings and wild animals 
is proposed. Beyond elephants, the proposed model can detect other wild 
animals, such as deer, tigers, etc. specially configured for conditions 
around the KNP. The model architecture is shown in Fig. 1. 

Cloud service is used for connecting the cameras deployed in various 
locations in the KNP, and the images captured by these cameras are stored 
in a database for testing the model. For the actual deployment of the 
trained model for animal detection and alarm generation, a local cloud 
with protection against cyber threats is used to host the model and connect 
the camera deployed in that area. Subsequently, the local cloud facility is 
integrated into a global cloud which forms the crucial element of the work. 

There are two phases in the model. In the first phase, the YOLOv5 
model with the SENet attention layer is trained with variable parameters 
using open-source database samples. These trained models are tested with 
the data captured by cloud resident AI-system connected cameras 
deployed in different ranges of the KNP and along the NH-37 around the 
KNP. Four different datasets, by capturing images by cameras installed at 
four different locations in KNP, are generated for testing. Performance 
variation of the trained models is observed. In the second phase, the 
trained model is deployed to work in concert with a local cloud server for 
the detection of wild animals in that locality. Once wild animals like ele-
phants, tigers, deer, etc., are detected, the information is passed to the 
local forest officials and to the public as an alarm. This second phase 
deployment is replicated in each of the target locations, as depicted in 
Fig. 1. The pseudo algorithm for the scheme is shown in Pseudo Algorithm 
1. 

Pseudo Algorithm 1. A method for automated approach for human- 
animal conflict minimisation using YOLO and SENet Attention 
Framework. 

Input: Number of Classes, Class names, images, videos

Output: Alarm generated due to detection of animal

1. Load image dataset

2. Define model architecture as follows

2a. Backbone network (YOLOv5sBackbone with SENet)

2b. Neck Network (YOLOv5sNeck) 

2c. Detection head (YOLOv5sHead)

3. Train the model:

3a. Compute loss on a batch of images

3b. Compute gradients and update weights using the optimiser

4. Prediction: 

4a. Remove overlapping prediction 

4b. Output final detection results (as bounding boxes, class probabilities, confidence score) 

5. Detection:

5a. Use the model weight and detect objects from input images or video captured by cameras installed at different

locations.

5b. If the animal is detected at location L, send a signal to ForestGuard-L and LocalPublic-L

5c. Raise alarm at location L 
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3.1. Dataset 

A publicly available dataset in Roboflow (Roboflow Dataset, n.d) 
named Animal2–v1 comprising 9952 images belonging to classes Bear 
(1530 images), Deer (966 images), Elephant (1684 images), Leopard 
(1888 images), Monkey (1214 images), Tiger (1388 images) and Wild-
boar (1282 images) is used. All the images are annotated in YOLOv5 
PyTorch format. The preprocessing applied for the dataset is auto- 
orientation of pixel data with EXIF-format stripping, and the images 
are resized to 416 × 416 (stretch). Here, 70% of images are used for 
training, 20% images for validation, and 10% images are used for 
testing. No image augmentation techniques are applied. 

3.2. Proposed YOLOv5- SENet Attention Network Architecture 

The work is based on the popular YOLOv5 architecture integrated 
with a SENet attention mechanism (Zhu et al., 2021). 

The YOLO (You Only Look Once) is a simple and extremely fast 
object detection algorithm that avoids a complex pipeline and considers 

frame detection as a regression problem (Redmon et al., 2016). YOLO 
processes real-time video with a latency of less than 25 milliseconds 
(ms), and the mean average precision (mAP) achieved is more than 
twice that of other such systems. An entire image sequence is fed as input 
to YOLO during training and testing; thereby, the contextual informa-
tion about classes and their appearance is implicitly encoded. The input 
image is divided into grid cells of size S × S. A grid cell is responsible for 
predicting B bounding boxes with five predicted values x, y, w, h, and c 
in each bounding box. (x, y) is the coordinate of the center point of a 
bounding box relative to a grid cell, w and h are the width and height of 
the bounding box, and c is the confidence score of an object being pre-
sent in a bounding box. With C class probabilities, the prediction is 
encoded as (S × S × (B × 5 + C)) tensor. YOLO has several versions. 
YOLOv5 is considered here (Fig. 2). The architecture of YOLOv5 consists 
of the following 3 components, as depicted in Fig. 2 (Xu et al., 2021).  

• Backbone: A CNN, which acts as the main body of the network, is 
designed using the New CSP-Darknet53 (Cao et al., 2023) structure. 
It extracts key features from the input image. 

Fig. 2. YOLOv5 network architecture showing the three components of the model, namely Backbone, Neck and Head. Nos. of input layers, output layers, kernel size, 
strides and blocks are also shown (Xu et al., 2021). 
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• Neck: It connects the backbone and head part utilizing Spatial Pyr-
amid Pooling Fast (SPPF) (He et al., 2015) and Cross-Stage-Partial 
(CSP)- Path Aggregation Network (PAN) structure (Wang et al., 
2019). The CSP-PAN creates feature pyramids which help the model 
to generalize well for object scaling. It identifies the same object in 
various sizes and scales. C3 blocks concatenate the features together 

and create a richer representation capturing both low-level and high- 
level information.  

• Head: It is the final detection step and generates final output vectors, 
class probabilities, objectness scores, and bounding boxes. Head uses 
Non-Maximum Suppression (NMS) (Hosang et al., 2017) for 
screening the multi-object box and output the predicted image. 

Fig. 3. YOLOv5 architecture with proposed attention layer. YOLOv5 blocks, SENet attention layer blocks and the embedded attention layers in the Backbone of the 
YOLOv5 model are shown. 
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Though the YOLOv5 model has been used for object detection, it 
evolved with four major versions - YOLOv5s, YOLOv5l, YOLOv5m, and 
YOLOv5x (Bhagabati and Sarma, 2022a), the YOLOv5s version is 
considered for the current model (Dlužnevskij et al., 2021). 

3.2.1. Attention mechanism 
DL models have attention techniques applied to them in order to 

improve performance (Guo et al., 2022; Caron et al., 2021). This is done 
mostly for the purpose of concentrating on particular parts of the inputs. 
The method that lies behind the attention mechanism has been created 
with the goal of enhancing the capability of feature extraction, which in 
turn makes the overall effort of object detection even more accurate and 

optimized. The introduction of an attention mechanism into the YOLO 
block enables the model to selectively attend to important features while 
it is being trained. This results in an increase in both the training effi-
ciency and the classification precision of the model. The YOLO is useful 
in its application, but it may have limitations in terms of adaptively 
focusing on specific areas or locations, which may not be static in nature 
in all of the available cases. This could potentially lead to the loss of 
information or contribute towards a rise in redundancy during the 
learning process. As a consequence of this, the SENet attention mecha-
nism has been included to provide the YOLO with assistance in 
concentrating its attention on the prominent characteristics that play an 
important role in making recognition effective despite a range of vari-
ations. The SENet attention mechanism is used to apply weights to the 
features that are retrieved by the network that comes before it (Zhu 
et al., 2021). This makes it possible to differentiate key features despite 
variations in animal kind, size, distance, illumination, and background. 

There are numerous attention processes, each of which places a 
premium on a certain aspect of attention. The squeeze-and-excitation 
network, also known as SENet, is a specialized attention mechanism 
that utilizes a distinct channel network for the purpose of feature 
extraction. According to Hu et al. (2019) research, SENet is able to 
recalibrate channel-wise feature responses by explicitly modelling 
channels’ interdependencies. In the current work, the SENet attention 
mechanism is utilized in an effort to increase the overall performance of 
the YOLOv5s model when it comes to the detection of objects. In this 
study, the SENet attention mechanism is embedded in the backbone of 
the YOLOv5 model, as shown in Fig. 3. Despite the fact that the SENet 
attention mechanism can be applied to all three sections of the YOLOv5 
model, namely the backbone, the neck, and the head, the SENet 

Fig. 4. SENet attention mechanism. Different blocks of the attention mecha-
nism with sizes are shown. 

Table 2 
Hyper parameters and their values used in training the proposed model. The 
hyper parameters are based on the optimized values for YOLOv5 COCO training 
from scratch.  

Parameter Name Value Parameter Name Value 

lr0 0.01 fl_gamma 0.0 
Lrf 0.01 hsv_h 0.015 
momentum 0.937 hsv_s 0.7 
weight_decay 0.0005 hsv_v 0.4 
warmup_epochs 3.0 degrees 0.0 
warmup_momentum 0.8 translate 0.1 
warmup_bias_lr 0.1 scale 0.5 
box 0.05 shear 0.0 
cls 0.5 Perspective 0.0 
cls_pw 1.0 flipud 0.0 
obj 1.0 fliplr 0.5 
obj_pw 1.0 mosaic 1.0 
iou_t 0.2 mixup 0.0 
anchor_t 4.0 copy_paste 0.0  

Table 3 
Training summary for YOLOv5s model at epoch 150. The first column shows the 
animal classes. The second and third columns are the precision (P) and recall (R) 
of the trained classes, respectively. The fourth column is the mean average 
precision (mAP) calculated at a 50% threshold value for intersection over union 
(IoU). The fifth column shows mAP over multiple thresholds from 0.5 to 0.95 
with steps of 0.05. The last column shows the model training time in hours. The 
first row shows the average values for all classes.  

Class P R mAP@0.5 mAP@0.5:0.95 Model Training 
Time 

All 0.797 0.778 0.812 0.480 3.331 h 
Bear 0.663 0.688 0.815 0.541 
Deer 0.741 0.762 0.733 0.581 
Elephant 0.658 0.812 0.774 0.602 
Leopard 0.917 0.812 0.914 0.485 
Monkey 0.861 0.829 0.673 0.356 
Tiger 0.915 0.859 0.921 0.453 
Wildboar 0.824 0.75 0.854 0.345  

Table 4 
Training Summary for YOLOv5s with SENet Attention layer at epoch-150. The 
first column shows the animal classes. The second and third columns are the 
precision and recall of the trained classes, respectively. The fourth column is the 
mean average precision (mAP) calculated at a 50% threshold value for inter-
section over union (IoU). The fifth column shows mAP over multiple thresholds 
from 0.5 to 0.95 with steps of 0.05. The last column shows the model training 
time in hours. The first row shows the average values for all classes.  

Class P R mAP@0.5 mAP@0.5:0.95 Model Training 
Time 

All 0.897 0.866 0.912 0.597 3.401 h 
Bear 0.868 0.849 0.925 0.61 
Deer 0.936 0.887 0.923 0.721 
Elephant 0.828 0.849 0.897 0.671 
Leopard 0.937 0.912 0.954 0.565 
Monkey 0.891 0.829 0.873 0.506 
Tiger 0.955 0.889 0.941 0.663 
Wildboar 0.864 0.85 0.874 0.445  
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attention mechanism is embedded in the backbone of the YOLOv5 
model because it is more convenient and drives the overall performance 
of the system. Moreover, the main feature extraction is done in the 
backbone. Therefore, if SENet is embedded in the backbone, it can 
extract more features and enhance the performance of the model. This is 
the key aspect of the present work. 

The SENet attention mechanism comprises squeeze and excitation 
operations. The architecture of the SENet attention mechanism (Hu 
et al., 2019) is shown in Fig. 4. In the mechanism, the residual block is a 
stack of layers that takes a convolutional block as input and adds the 
output of the convolutional block to a deeper layer (He et al., 2016). The 
global pooling block squeezes each channel into a single numeric value 

using average pooling. The fully connected (FC) block is a dense layer 
followed by a ReLU layer which adds non-linearity and reduces the 
output channel complexity by a ratio. Another FC, a dense layer, fol-
lowed by a sigmoid, provides each channel with a smooth gating func-
tion. The final and last process in the architecture, the scale block, 
weighs each feature map of the convolutional block based on the exci-
tation network. For a given input x, the squeeze step for the C-th channel 
in the global average pulling (GPA) process is given by, 

ZC =
1

H × W

∑H

i=1

∑W

j=1
xc(i, j) (1) 

Fig. 5. Comparison of training results of YOLOv5s and YOLOv5s with attention layer. Precision (P), Recall (R), mean average precision (mAP) calculated at a 50% 
threshold value for intersection over union (IoU), and the mAP over multiple thresholds from (0.5 to 0.95 with steps of 0.05) are compared for training results for 
both the cases. 

Fig. 6. Confusion Matrix of the trained model representing the performance of the proposed model on the validation set. The rows correspond to the ground truth 
classes, and the columns correspond to the predicted classes. 
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where ZC is the output of the C-th channel. The main aim of the 
excitation step is to fully capture the channel-wise dependencies. 

x̂ = x*σ (Ẑ) (2) 

where *is the channel-wise multiplication, σ is the sigmoid function, 
and Ẑ is the result generated by a transformation. 

Ẑ = T2 (ReLU(T1(Z) ) ) (3) 

T1 and T2 are the two linear transformations that can be learned to 
capture the importance of each channel, with ReLU used in between. 

A DL network can learn more relevant features after the addition of 
the SENet block, which models the feature map weight information of 
the input channel dimension. This contributes to an overall improve-
ment in the model’s capacity to recognize patterns (Niu et al., 2021). 

The global average pooling is used in the squeeze step to lower the 
spatial dimension of the input feature maps, which results in a com-
pressed representation of those maps. Once again, during the time of 
excitation, channel-wise dependencies are represented by modelling the 
interdependencies among the compressed feature maps that were ob-
tained from the squeezing step. The term “excitation layer” refers to the 
two layers that are completely coupled to one another. The channel-wise 
attention weights are produced once the excitation block has been 
processed. When everything is done, scaling and rescaling are accom-
plished by multiplying the attention weight by the initial feature maps. 
This reduces the weight of the channels that are not important while 
increasing the weight of the channels that are significant. As a result of 
this, the model’s performance can be improved by increasing the 
channel weight of the important channel. 

Fig. 7. F1 Curve.  

Fig. 8. P Curve.  
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4. Training 

The previous version of YOLO was in DarkNet, but YOLOv5 has been 
shifted into the PyTorch framework (Bhagabati and Sarma, 2022a). So 
the model in this work is trained in the PyTorch framework with the 
following parameters. The default values of the hyper parameters opti-
mized for YOLOv5 COCO training from scratch are used here, whose 
values are shown in Table 2. 

The various functions used in the training of the model are as stated 
below.  

(i) Activation Function - The Leaky ReLU activation function is used 
in the middle/ hidden layers, and the sigmoid activation function 
(Pretorius et al., 2019) is used in the final detection layer. 

(ii) Optimization Function- Stochastic Gradient Descent (SGD) (Bot-
tou, 2012) is used for training.  

(iii) Loss Function Calculation- The compound loss calculator of the 
YOLO family based on objectness score, class probability score, 
and bounding box regression score is used (Bhagabati and Sarma, 
2022a). 

The state-of-the-art YOLOv5s model is used in this experiment. The 
network training is done by using a publicly available dataset in Robo-
flow which was annotated and exported into Yolo PyTorch format. The 
dataset was labelled with seven classes- (i) Bear (0), (ii) Deer (1), (iii) 
Elephant (2), (iv) Leopard (3), (v) Monkey (4), (vi) Tiger (5) and (vii) 
Wildboar (6). 

The training is done from scratch using GPU (Tesla T4) and CUDA 
Version-12.0 in Google Colab with the parameters (i) Input image size =
416, (ii) Batch size = 16, (iii) Epochs = 100, 150, 200 and 250, (iv) 
Weights = Default to yolov5.pt., (v) Data = custom data set and (vi) 
Cache = True. 

Fig. 9. PR Curve.  

Fig. 10. R Curve.  
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In recent years, it has been observed that deep learning methods can 
be trained with close to zero training error efficiently. The number of 
convolutional and dense layers directly affects the runtime of the model 
(Bienstock et al., 2023). The running time of a DL model increases in 
polynomial-terms with the increased number of associated layers. But 
with the effort of achieving zero error, there are possibilities of over-
training and biased training. To avoid these situations, a restrictive and 
gradually increasing training cycle and accuracy calculation approach 
has been adopted. Based on mean square error (MSE), the optimal 
training state for the model has been obtained. 

4.1. Performance metrics used to evaluate the model 

The tools used to measure the performance of the trained model are 
the precision (P), recall (R), mean average precision (mAP), and the F1- 
score metrics (Nepal and Eslamiat, 2022). The precision gives the ratio 
of the true predictions to the total number of predictions, whereas recall 
is the ratio of true predictions to the total number of objects present in 
the image. The F1 score, which is the harmonic mean of the precision 
and recall, gives the model’s test accuracy. Since mAP is also considered 
as a measure of accuracy for a machine learning algorithm, mAP is used 
for measuring the performance of the model in this work. These metrics 
are calculated using the following equations (Maxwell et al., 2021). 

Accuracy =
TP + TN

TP + TN + FP + FN
(4)  

P =
TP

TP + FP
(5)  

R =
TP

TP + FN
(7)  

F1 Score = 2×
P × R
P + R

(8)  

AP =
∑k=n− 1

k=0
[R(k) − R(k+ 1) ]× P(k)

]

(9)  

mAP =
1
N
∑k=N

k=1
APk (10)  

where TP is the number of true positives, TN is the number of true 

negatives, FP is the number of false positives, FN is the number of false 
negatives, APK is the average precision (AP) of class k, n is the number of 
Recall Thresholds, and N is the number of IoU thresholds. 

The area under the Precision-Recall (P-R) curve is referred to as 
average precision (AP) or mean average precision (mAP) (Maxwell et al., 
2021). The method for calculating AP and mAP for object classification 
is shown in expression (10). A minimum intersection over union (IoU) 
defines whether the prediction of an individual object is correct or 
incorrect. The mAP values are calculated at a 50% threshold value for 
intersection over union (IoU), i.e., all the predicted bounding boxes that 
resulted in ratios of overlapping areas to the union areas with ground 
truth bounding greater than 50% are considered, and the remaining are 
discarded (Yadav et al., 2022). For each IoU threshold, the AP value is 
calculated, and then the average AP over multiple thresholds from (0.5 
to 0.95 with steps of 0.05) is calculated. This gives us the mAP for a 
single class at a single IoU threshold (Maxwell et al., 2021). 

5. Results and discussion 

In this section, the results derived from the training of the proposed 
model and the results obtained by deploying the trained model are 
discussed. 

5.1. Experimental result 

Training summary results for YOLOv5s are tabulated in Table 3. The 
model is also trained with the same training parameters after adding the 
SENet attention layer. The improved result obtained after training the 
model with the attention layer is shown in Table 4. It is observed that 
after embedding the SENet attention mechanism, the training result for 
mAP@0.5 is increased by 0.1 for All, 0.11 for Bear, 0.19 for deer, 0.12 
for elephants, 0.4 for leopard, 0.2 for monkey, 0.02 for tiger, and for 
wildboar, it is 0.02. The training accuracy has also increased for 
mAP@0.5:0.95 values. The comparison of average training results for all 
is shown in Fig. 5. From the data and the comparison, it is observed that 
the SENet attention mechanism has enhanced the performance of the 
YOLOv5 model. 

The confusion matrix (Fig. 6), F1 curve (Fig. 7), P curve (Fig. 8), PR 
curve (Fig. 9), R curve (Fig. 10) and final training plots (Fig. 11) are 
shown for the training of the model with attention layer with epoch-150. 
Some training batch outputs are shown in Fig. 12, and some validation 
outputs are shown in Fig. 13. 

Fig. 11. Training Plots for the proposed model.  
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Fig. 12. Training Output (Batch-1) showing the labels of the detected object.  

Fig. 13. Validation Output (with images from the dataset). The bounding box and class name are generated and shown for the validated object by the model.  
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In order to determine more accurate training results and also to 
explore the effect of epoch upon training result, apart from 150 epochs, 
the model with attention layer is trained with epoch values 100, 200, 
and 250 under a uniform training environment and with the same 
dataset. The training summary for each of these epochs is shown in 
Tables 5, 6 and 7 for epochs 100, 200, and 250, respectively. The trends 
of mAP values with increasing epochs are shown in Figs. 14 and Fig. 15. 

The size of the dataset used for custom training is sufficiently large. 
Further, the DL model used in this work is tuned with optimized hyper 
parameters for which overfitting and under fitting situations are pre-
vented from occurring. As mentioned above, the effort to over-train the 
model has been avoided and graded MSE convergence (Figs. 7 to 11) has 
been adopted to fine-tune the model. Results obtained for different 
epochs are shown. As the number of epochs increases, mean average 
precession (mAP) increases. 

For the detection of wild animals and conflict situations, the model is 
tested with real images captured by four different cameras around the 
NH-37 passing through the KNP. The wild animals are detected suc-
cessfully, and evolving conflict situations are reported. Deer while 
crossing roads when vehicles are plying are shown in Fig. 16. Whereas 
elephants crossing the NH-37 through the animal corridor at the KNP are 

detected from still images, as shown in Fig. 17. Tigers are also detected 
from the still images obtained from onsite cameras at the KNP, as shown 
in Fig. 18. Even the tiger is detected in an image captured during the 
night where a vehicle is in the background with a headlight on. Fig. 19 
shows the detection of elephants from videos. 

Apart from testing the model with real images of animals while 
crossing roads in the KNP, for performance analysis of the model while 
detecting wild animals, image data is captured using cloud-resident 
cameras at four different locations in four ranges of the KNP. This 
way, four datasets are prepared considering wild animals from the 
Kohora range, Agoratuli range, Bagori range, and Burapahar range. Each 
of the four trained models with epoch values 100, 150, 200, and 250 are 
tested with these four datasets. The preprocessing applied is image auto- 
orientation and re-sizing. The time requirement in millisecond (ms) for 
preprocessing, inference and Non-Maximum Suppression (NMS) are 
recorded for each test. The accuracy for each test is noted. The average 
test result is shown in Table 8. The variation of the test results with 
epoch values is graphically represented in Figs. 20, 21, 22 and 23. 

Table 5 
Training summary for YOLOv5s with SENet Attention layer at epoch-100. The 
class names, precision and recall are in the first, second and third columns, 
respectively. The fourth column is the mean average precision (mAP) calculated 
at a 50% threshold value for intersection over union (IoU). The fifth column is 
mAP over multiple thresholds from 0.5 to 0.95 with steps of 0.05. The last 
column shows the model training time in hours. The first row shows the average 
values for all classes.  

Class P R mAP@0.5 mAP@0.5:0.95 Model Training 
Time 

All 0.896 0.87 0.911 0.593 2.242 h 
Bear 0.886 0.86 0.916 0.603 
Deer 0.921 0.89 0.918 0.696 
Elephant 0.855 0.88 0.909 0.68 
Leopard 0.955 0.92 0.957 0.562 
Monkey 0.868 0.81 0.873 0.502 
Tiger 0.947 0.89 0.939 0.662 
WildBoar 0.844 0.84 0.863 0.447  

Table 6 
Training summary for YOLOv5s with SENet Attention layer at epoch-200.  

Class P R mAP@0.5 mAP@0.5:0.95 Model Training 
Time 

All 0.892 0.88 0.915 0.598 4.32 h 
Bear 0.873 0.88 0.927 0.619 
Deer 0.932 0.91 0.941 0.718 
Elephant 0.823 0.86 0.893 0.669 
Leopard 0.944 0.91 0.948 0.569 
Monkey 0.872 0.84 0.868 0.495 
Tiger 0.963 0.9 0.953 0.67 
WildBoar 0.837 0.84 0.872 0.449  

Table 7 
Training summary for YOLOv5s with SENet Attention layer at epoch-250.  

Class P R mAP@0.5 mAP@0.5:0.95 Model Training 
Time 

All 0.904 0.87 0.919 0.602 5.391 h 
Bear 0.899 0.88 0.937 0.618 
Deer 0.919 0.9 0.922 0.704 
Elephant 0.841 0.85 0.896 0.67 
Leopard 0.947 0.92 0.96 0.571 
Monkey 0.913 0.79 0.884 0.517 
Tiger 0.958 0.9 0.945 0.669 
WildBoar 0.852 0.86 0.886 0.461  

Fig. 14. Change of mAP@0.5 with increase in epoch.  

Fig. 15. Change of mAP@0.5:0.95 with rise in epoch.  
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5.2. Deployment of the model 

The trained model is hosted and run in a cloud-based system. Cloud 
resident camera is placed in the Kohora range of KNP. The images 
captured by the camera are fed into the model. The following cloud 
computing infrastructure is used for the deployment of the system  

• Processor: Equivalent to intel core i9 7980XE @ 2.60 GHz  
• GPU: Tesla T4 GPU  
• Bandwidth: 1Gbps  
• Storage: 100GB  

• Latency: Maximum 50 ms  
• Secured wireless connectivity: WPA3  
• Cloud features: Scalable, resource pooling, secured, economic, etc. 

The system could detect wild animals with preprocessing – 0.9 ms, 
inference – 144.2 ms, NMS- 0.8 ms, and accuracy of 95%. The system 
generated an alarm when it detected wild animals like elephants, tigers, 
deer, etc. The information could be passed to local forest officials and 
the local public for alarm and taking appropriate measures. The way of 
sending the alarm signal is using IoT based alarm generator. The SMS- 
based system can also be integrated to deliver the detection result to 

Fig. 16. Detection of Deer while crossing roads at Kaziranga National Park.  

Fig. 17. Detection of Elephant while crossing roads at Kaziranga National Park.  

Fig. 18. Detection of Tiger while the tiger is crossing some roads inside the KNP. The image was captured during the night with background lights. The trained model 
detected the animal under night vision and constrained environment. 
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the forest official and local community. 

5.3. Comparison with previous works 

The comparison of the current work with some recently developed 
models for animal detection and prevention of human-animal conflicts is 
shown in Table 9. From the comparison, it is observed that the accuracy 
of wild animal detection with the proposed system is better than the 
recently developed systems. On the other hand, the minimum accuracy 
of the proposed system is lesser than the existing three systems, as the 
proposed system is applied at night time also for detecting wild animals. 
Therefore, the proposed system detects wild animals at night with low 
accuracy. The computational complexity (Hu et al., 2019) of the pro-
posed model, as shown by the system, is 15.8 GFLOPs. 

Another important point of the proposed DL technique is that even 
though the images are augmented, the model is able to detect an animal. 
This is because of the feature extraction process during training, and 
then the extracted features are applied for detecting images. There are 
three main methods of feature extraction, namely local, holistic, and 
hybrid. For example, in the local approach entire face is divided into 
some small regions and then features are extracted from each small re-
gion and then during detection, those extracted features are applied. 
That is why after changing the images slightly from the original one, 
either by rotating the image or by changing its contrast, the trained 
network can work for detecting images. 

5.4. Impact analysis 

The key novelty of the system is the use of an AI-based automated 
approach, which provides higher accuracy in detecting human-wild 
animal conflicts and alarms forest officials and the public continuously 
throughout the day and night. Forest officials are not required to stand 
along the boundary of the KNP and monitor the movements of wild 
animals constantly. Instead, they can attend as notified by the system. It 
can go a long way in assisting the coexistence of the natural world with 
humans and minimizing distressing situations. 

The impact analysis of the proposed technique looks at how accurate 
and reliable the system is at finding wild animals compared to similar 
works that have already been reported. It also looks at the manual ways 
that people in the area already use to deal with the problem of people 
and animals getting into fights. This analysis is carried out in order to 

Fig. 19. Detection of Elephant from video. The model detected multi-occurrences of animals from video.  

Table 8 
Average test of results for four different datasets with four epoch values. Average 
values for preprocessing, inference and NMS values is in millisecond. The last 
row is the average accuracy for different epochs.   

Computation time (milliseconds) 

Parameters Epoch-100 Epoch-150 Epoch-200 Epoch-250 

Preprocessing 0.85 0.85 0.875 0.8 
Inference 140.68 141.38 145.83 147.95 
NMS 0.73 0.8 0.75 0.75 
Accuracy 92.6 94.25 94 92.9  

Fig. 20. Variation of preprocessing with epoch.  
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determine how effective the suggested approach is. The system that is 
being offered is set up to avoid conflicts between humans and animals, 
as well as to identify a wide variety of animals even when the lighting, 

distance, and background are all different, while also providing for the 
automatic generation of alarms. The system has been built and tested in 
a form that is resident in the cloud, with cameras set at four different 

Fig. 21. Variation of inference with epoch.  

Fig. 22. Variation of NMS with epoch.  

Fig. 23. Variation of accuracy with epoch.  
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sites, each of which represents a different zone of the KNP with high rates 
of human-animal conflict. Along the section of the NH-37 that travels 
through the KNP, as well as in the boundaries towards the human- 
inhabitant areas of the Park’s four different ranges, namely the Kohora 
range, the Agoratuli range, the Bagori range, and the Burapahar range, 
positions for the cameras that take pictures of wild animals are being 
considered. The model receives video and image data taken by the cam-
eras, which it then uses to detect instances of wild animals crossing 
roadways or entering human habitation or agricultural regions. The model 
has a high degree of accuracy when it comes to identifying wild animals 
such as elephants, deer, tigers, and other similar species. Due to the fact 
that this is an automated system, the model has the capability of elimi-
nating and replacing the manual monitoring system. As a result, the sys-
tem will become very helpful for conservation efforts as well as for the 
community. When the system identifies the presence of any wild animal, 
the information may be shared with forest officials as well as the general 
public so that appropriate safety measures can be taken. Wild elephants 
are responsible for the destruction of a significant quantity of crops and 
rice fields each year in the region surrounding the KNP as well as 
throughout the state of Assam. The implementation of an automated 
system that is based on AI, as proposed in this work, might prevent 
something like this from happening. The application of this paradigm can 
remove or significantly reduce the risk that humans pose to biodiversity, 
which is caused by the conflict that arises between humans and wild an-
imals. Because it serves to limit the number of interactions between 
humans and wild animals, this system may contribute to the sustainable 
growth of the KNP. The conflict between people and wild animals can 
increase the risk of disease transfer from wild animals to humans. There-
fore, there is hope that the suggested system will be able to stop the spread 
of disease from wild animals to people. Enhancing human development 
and decreasing the number of conflicts between humans and wild animals 
are two ways that societal morals might be raised. 

When such a system is put into place, forest officials are not obliged 
to remain along the boundary of the KNP the entire time—something 
that is not always possible—in order to monitor the movement of wild 
animals continuously. This is because the system allows them to do so 
from a central location. They have the option to attend instead when 
told by the system. It has the potential to go a long way towards easing 
the coexistence of humans and the natural world by reducing the 
occurrence of stressful circumstances. 

The manual processes are costly, time-consuming, and prone to 
error. Systems that are automated and assisted by artificial intelligence, 
such as the one that is proposed in this work, are beneficial in guaran-
teeing the safety of both humans and animals. The use of such a tech-
nology in elephant corridors that span railway tracks is another 
beneficial application for it. There have been a significant number of 
reports of elephant deaths in Assam and throughout India as a result of 
the animals crossing the railway tracks. If this type of AI-assisted tech-
nology is combined with the railway communication and control sys-
tem, it has the potential to save a great number of lives. 

6. Conclusion 

Here, an animal detection system is developed using the YOLOv5 and 
SENet attention model for auto alarm generation to reduce human- 
animal conflicts and save wild animals from road accidents. The sys-
tem successfully detects animals and classifies them into seven classes 
accurately, while preventing human-animal conflicts despite illumina-
tion, background, distance, and size variations. The model has been 
trained from scratch with a large public dataset of wild animals and 
tested using video feeds and images from four different locations along 
the NH-37 that pass through the KNP. The system is capable of detecting 
elephants, deer, tigers, etc., from both still images and videos with high 
accuracy; up to 96%, even multiple occurrences of such animals are 
detected and even at night time also. The system, since it is trained from 
scratch on a custom dataset, is also capable of handling augmented 
images by slight rotation, changes in contrast, etc. Attempts to improve 
the accuracy by training and testing the model for different epoch values 
viz. 100, 150, 200, and 250, respectively, resulted in significant per-
formance improvement. At 250 epochs, the proposed system offered a 
mean average precision (mAP) of about 0.96 for some images, which is 
the same as obtained by the YOLO-Z model. The system that is being 
offered is set up to avoid conflicts between humans and animals, as well 
as to identify a wide variety of animals even when the lighting, distance, 
and background are all different, while also providing for the automatic 
generation of alarms. If this type of AI-assisted technology is combined 
with the railway locomotive management system, a great number of 
lives of elephants and other animals might be saved. 

Future work 

It is very important for wild animal detection systems to respond in 
time to avoid human-animal conflict. There is scope for speeding up the 
wild animal detection mechanism of the proposed method as well as 
there is future scope for speeding up the transmission of the alarm signal 
of wild animal detection. The challenges like the position of the camera 
for optimal direction and distance from objects, and illumination, 
especially for night vision, are to be addressed properly for better 
recognition of the wild animals. The improvement of the accuracy of the 
model may be explored by modifying the model architecture. An 
extended version of the system can be made a part of wildlife sanctuary 
management systems giving the capability of real-time monitoring and 
effective surveillance for preservation of the flora and fauna. 
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Table 9 
Comparison of Results.  

Work Maximum 
Accuracy 

Minimum 
Accuracy 

Model Used Dataset Used Size of Dataset 

Banupriya et al. 
(2020) 

86.79% 79.25% CNN model Elephant train dataset, Cheetah train dataset 55 images 

Yuvaraj et al. 
(2022) 

91.00% 86.00% HOG + CNN Deer with animals and without animal Out of 1500 images, 1068 images used 

Ghosh et al. 
(2022) 

82.2% 60.20% CNN model series N1, 
N2, N3, N4, N5, N6 

Own created satellite image dataset SAT1 
(10), SAT1(8), SAT1(4) 

2628 satellite imaginary images covering area 
10 km × 10 km, 8 km × 8 km, 4 km × 4 km 

Zhang et al. 
(2023) 

95.6% 91.3% Improved YOLO-v5 Wild animal dataset comprises tiger, panda, 
elephant, squirrel, giraffe, butterfly. 

6050 images 

Proposed model 96.00% 67.00% YOLOv5s with SENet 
attention layer 

Animal2-v1, comprises images of tiger, beer, 
leopard, monkey, elephant and wildboar. 

About 9952 images  
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Zhou, X., Girdhar, R., Joulin, A., Krähenbühl, P., Misra, I., 2022. Detecting twenty- 
thousand classes using image-level supervision. In: Proc. Eur. Conf. Comput. Vis, 
pp. 350–368. 

Zhu, L., Geng, X., Li, Z., Liu, C., 2021. Improving YOLOv5 with attention mechanism for 
detecting boulders from planetary images. Remote Sens. 13, 3776. https://doi.org/ 
10.3390/rs13183776. 

B. Bhagabati et al.                                                                                                                                                                                                                              

http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0005
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0005
https://doi.org/10.15294/sji.v8i1.28956
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0015
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0015
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0020
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0020
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0025
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0025
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0025
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0030
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0030
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0030
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0035
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0035
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0035
https://doi.org/10.1016/j.disopt.2023.100795
https://doi.org/10.1016/j.disopt.2023.100795
http://datazone.birdlife.org/site/factsheet/kaziranga-national-park-iba-india
http://datazone.birdlife.org/site/factsheet/kaziranga-national-park-iba-india
https://doi.org/10.1007/978-3-642-35289-8_25
https://doi.org/10.1007/978-3-642-35289-8_25
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0050
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0050
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0055
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0055
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0055
https://doi.org/10.1109/CVPR46437.2021.01352
https://doi.org/10.1109/CVPR46437.2021.01352
https://doi.org/10.22364/bjmc.2021.9.3.07
https://doi.org/10.22364/bjmc.2021.9.3.07
https://forest.assam.gov.in/portlets/national-park#kar
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0075
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0075
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0075
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0080
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0080
https://doi.org/10.1007/s41095-022-0271-y
https://doi.org/10.1007/s41095-022-0271-y
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0090
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0090
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0090
https://doi.org/10.1109/CVPR.2016.90
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0100
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0105
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0105
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0110
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0110
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0110
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0115
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0115
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0115
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0120
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0120
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0125
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0125
https://doi.org/10.3390/rs13132450
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0135
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0135
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0140
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0140
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0140
https://doi.org/10.3390/s22020464
https://doi.org/10.3390/s22020464
https://doi.org/10.1016/j.neucom.2021.03.091
https://doi.org/10.1016/j.neucom.2021.03.091
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0155
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0155
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0155
https://api.semanticscholar.org/CorpusID:211073632
https://api.semanticscholar.org/CorpusID:211073632
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0165
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0165
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0170
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0170
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0170
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0170
https://doi.org/10.1109/CVPR.2016.91
https://doi.org/10.1109/CVPR.2016.91
https://universe.roboflow.com/m-qm8tv/animal2-30h0a/dataset/1
https://universe.roboflow.com/m-qm8tv/animal2-30h0a/dataset/1
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0180
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0180
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0180
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0185
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0185
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0185
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0190
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0190
https://www.deccanherald.com/india/electrocution-poisoning-and-train-hits-the-major-causes-of-elephant-deaths-in-assam-1154795.html
https://www.deccanherald.com/india/electrocution-poisoning-and-train-hits-the-major-causes-of-elephant-deaths-in-assam-1154795.html
https://www.deccanherald.com/india/at-kaziranga-if-your-speeding-kills-or-injures-animals-be-ready-to-pay-rs-5k-1116769.html
https://www.deccanherald.com/india/at-kaziranga-if-your-speeding-kills-or-injures-animals-be-ready-to-pay-rs-5k-1116769.html
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0195
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0195
https://whc.unesco.org/en/list/337/
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0200
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0200
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0200
https://doi.org/10.3390/f12020217
https://doi.org/10.1016/j.aiia.2022.11.005
https://doi.org/10.1080/08839514.2022.2031825
https://doi.org/10.1080/08839514.2022.2031825
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0220
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0220
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0220
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0225
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0225
http://refhub.elsevier.com/S1574-9541(23)00427-2/rf0225
https://doi.org/10.3390/rs13183776
https://doi.org/10.3390/rs13183776

	An automated approach for human-animal conflict minimisation in Assam and protection of wildlife around the Kaziranga Natio ...
	1 Introduction
	2 Related work
	3 Methodology
	3.1 Dataset
	3.2 Proposed YOLOv5- SENet Attention Network Architecture
	3.2.1 Attention mechanism


	4 Training
	4.1 Performance metrics used to evaluate the model

	5 Results and discussion
	5.1 Experimental result
	5.2 Deployment of the model
	5.3 Comparison with previous works
	5.4 Impact analysis

	6 Conclusion
	Future work
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Data availability
	References


