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Last few decades many animals, birds, reptile and fish species were wiped out from the planet due to
human activity. Many more species are likely to lose their existence because of lost their natural habitat,
increased human land use and poaching. Rhino is one of them which can be found now only in few pro-
tected areas such as Assam, West Bengal etc. of India because of poaching. In this paper, we propose a
model of wireless sensor network’s application to protect the Rhino against poachers in Kaziranga
National Park, Assam, India. In the model, we place the sensor nodes in the boundary region of the
Rhino inhabited area to take necessary action upon detection of human movement. Then, we propose
a routing algorithm for the model where a sensor node selects a next hop sensor node based on a fitness
function. We also propose a linear programming formulation for the proposed algorithm. Finally, we sim-
ulate the proposed algorithm for varying number of sensor nodes and BSs and compare different results
in terms of various performance metrics.

� 2019 Elsevier GmbH. All rights reserved.
1. Introduction

In the last few decades many types of birds (such as Dodo, Car-
olina, Parakeet etc.), mammals (such as Central rock rat, Scimitar
oryx etc.), reptile(such as Pinta island tortoise, Martinique giant
ameiva etc.) have been extinct from the world [1]. Recently, a study
[1] have shown that in nearly 5 decades since 1970, 60% of mam-
mals, birds, fish and reptile species were extinct from the planet
due to human activity. Near about 1,700 species of amphibians,
birds and mammals are likely to lose their natural habitats and face
problem of extinction by 2070 due to increased human land use
and poaching for their body parts etc. An Ecologists at Yale Univer-
sity has warned that in the next 50 years 886 species of amphib-
ians, 436 birds and 376 mammals could go extinct due to habitat
loss [1]. Rhino is one of them. There are many types of Rhinos such
as White Rhino, Black Rhino, Indian Rhino, Javan Rhino, Sumatran
Rhino etc. Many years ago Indian one horned Rhino inhabited
many areas ranging from Pakistan to Myanmar and some part of
China also. Now, they exist only in few protected areas such as
Assam, West Bengal, and a few pairs in Uttar Pradesh of India,
Nepal and Lal Suhanra National Park of Pakistan ([2]) due to irrevo-
cable poachers influence. Rhino’s horned, skin and nails are valu-
able, especially the horned which is used for traditional medicine
in China and Vietnam. The size of the horn is around 20 cm to
60 cm long and its cost is around $300000, as it is used for medi-
cine, especially for Cancer and Hangover [3]. Poaching of Rhino is
a major environmental threat in India. 95% of Indian one-horned
Rhino lives in various National Parks, forests and other grasslands
of Assam such as Kaziranga National Park, Manas National Park,
Pobitora, Orang National Park etc [2]. In India, the famous Rhino
protected area is Kaziranga National Park and at present, two-
third of the Indian Rhino can be found in Kaziranga National Park
[2]. It is noticed that dehorning rate of Rhino is maximum in Kazi-
ranga National Park which is shown in Fig. 1 (Detail table since
1962) and every year this rate is increasing due to illegal Rhino
horn trade. Note that, in some forests, the year wise data is not
available and it is marked as ‘‘?”. Therefore, this is very essential
to protect the Rhino from poachers against the illegal Rhino horn
trade.

As the poaching rate of Kaziranga is very high, protecting the
Rhino in Kaziranga National Park using wireless sensor networks
(WSNs) would be a great idea. WSNs is very easy to implement,
available and adaptable. It can be used in challenging areas where
human intervention is not so easy. WSNs have been used for vari-
ous applications like nuclear reactor control, health sector drug
control, defence sector monitoring, surveillance the border
enemy’s vehicle detection, agriculture sector, soil measurement,
pollution monitoring etc. However, WSN faces some challenges

http://crossmark.crossref.org/dialog/?doi=10.1016/j.aeue.2019.152882&domain=pdf
https://en.wikipedia.org/wiki/Rhino_poaching_in_Assam
https://en.wikipedia.org/wiki/Rhino_poaching_in_Assam
https://doi.org/10.1016/j.aeue.2019.152882
mailto:tathagatanath01@gmail.com
mailto:azhar_ism@yahoo.in
https://doi.org/10.1016/j.aeue.2019.152882
http://www.sciencedirect.com/science/journal/14348411
http://www.elsevier.com/locate/aeue


Fig. 1. Year wise Rhino poaching in various Parks.
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like node deployment, limited energy, security, limited bandwidth
etc [4]. Therefore, our primary goal is to design a system which
requires fewer nodes and longer lifetime of the nodes. The Kazi-
ranga National Park is very large in area, thus the continuous mon-
itoring of the whole area by human being may not be feasible.
Hence, monitoring the area using WSNs is a reasonable solution.

In this paper, we develop an application using WSNs for contin-
uous monitoring of Rhino inhabited area of Kaziranga National
Park against the poachers. Note that, the Kaziranga National Park
is very large; however our focus is only the Rhino inhabited area
which is given in the Fig. 2. First, we deploy some sensor nodes
and some BSs (BSs) in the boundary of Rhino inhabited area to
monitor the human movement. Therefore, necessary steps can be
taken while sensing the presence of human movement. After that,
we propose a routing algorithm to maximize the lifetime of the
network, so that we can obtain the services from this application
longer period of time. In the routing algorithm, first we develop a
hop tree algorithm for forwarding the sense data only towards
the nearest BS and then a specific sensor node selects its next
hop node based on a fitness function to minimize the energy con-
sumption. The fitness function is based on residual energy of the
next hop node, the distance between the node and its next hop,
and the distance between the next hop and its next hop node
(i.e., next hop of next hop of the node). Then, we represent a LP for-
mulation for the routing problem. Finally, we simulate the pro-
posed algorithm extensively for various scenarios and
demonstrate the results in terms of energy consumption, data
packets received by BSs, No. of dead sensor nodes and standard
deviations of remaining energy of the nodes.

The remaining of the paper is arranged as follows. The related
works is represented in Section 2. The Section 3 represents the
model and terminologies. The proposed work is described in
Fig. 2. (a) Kaziranga National Park, (b) only Rhino inhabited are
Section 4. The simulation results are described in Section 5. Finally,
we conclude the paper in Section 6.
2. Related works

There are many applications of WSNs in the modern world for
environment monitoring such as forest fire protection, crop protec-
tion, animal protection from road accident etc. However, we dis-
cuss here only some of the relevant applications related to our
proposed model. Damage of crops by the animal is a major issue
for the fields situated nearby some forest areas. In [5], the authors
have proposed a WSN model for protecting the crop fields nearby
forests from the animal attacks. In this model, they placed the sen-
sor nodes in the boundary reason of the field and place the BS in
the centre of the field. The flasher light and sound system had been
used for diverting the animal when coming to nearby the crop
field. A good communication system like roads, railway tracks
etc. are needed for making a good economical world. Many roads
and railway tracks are situated beside or inside the forests or
through the wildlife area. Every year many animals like elephant,
deer etc. are died by the vehicle collisions. In [6], the authors pro-
posed a WSNmodel in which sensor nodes are deployed beside the
roads in the Alps region to prevent the collisions of vehicles and
animals. Here, the sensor nodes capture the presence of animals
and send a light signal to the approaching driver to take necessary
action if find any dangerous situations. Trees and forests are one of
the most important parts of the environment. Forests control the
ecological balance. Wildlife animals live in forests and they depend
on forests. If any forest destroys by any reason this is a threat for
our environment. Forest fire is one of the most important reason
for destroying the forest. Early detection of the forest fire is very
crucial before it’s become devastating. In([7–9]), the authors have
a where red dots are sensor nodes and black boxes are BSs.
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deployed the sensor nodes to monitor the early detection of fire
which can be monitored remotely.Water covered 70% of the earth
so there is a need for extensive research in monitoring, detecting,
and exploring various aspects of the ocean environment. Ocean
pollution is a major threat. Authors in [10] have recommended a
decentralized ad hoc WSN model where the nodes communicate
through neighbours. They use short-range acoustic communication
(50–500 m) to long-range communications (1–90 km). They have
developed a novel node synchronization protocol for almost con-
sistent battery wastage by the deployed sensors [10]. Clock syn-
chronization is also an important metric for performing
collaborative task among the sensor nodes for variousWSN’s appli-
cations which can be found in [11–13]. Crude oil, gas transporting
from one location to another is also done through under ocean
pipeline. Authors in [14] proposed a model for monitoring the
Niger delta region which is oil rich region. They proposed a differ-
ent type of sensors networks like underwater sensor networks,
underwater acoustic sensor network, radio frequency WSN. The
most important factors for the growth of plants are temperature,
humidity, light and carbon dioxide. To measure these four environ-
mental variables in greenhouse control is very important. In [15], a
star topology in a tomato greenhouse has been set up, where three
nodes have been integrated with Sensinode’s sensor platform, tem-
perature and luminosity. Humidity sensors measured climate vari-
ables and communicated directly with the gateway. In [16] authors
proposed a prototype for a capsicum greenhouse (70 m � 150 m)
where approximately 40 to 50 sensor nodes have been used and
every sensor node may send the information to the central node.
However, the model faces some intercommunication and data con-
gestion problem between nodes. These problems overcome by
some protocols and system on chip based hardware with pro-
grammable radio. Authors in [17] proposed an efficient WSNs
framework to monitor the transmission line. They used a clustering
algorithm in this framework to simplify this network management
and balance the network’s energy consumption. Routing is also
important for maximizing the lifetime of the networks. Plenty of
research have been carried out for routing which can be found in
[18–20].

Plenty of researches have been carried out for environment
monitoring and wildlife species protection using WSNs discussed
above [5–7,10,14,15,17]. However, more research is needed for
the unexplored area of environmental monitoring and wildlife spe-
cies protection. In this paper, we consider the Rhino protection
against poachers using WSNs in the large area of a forest like Kazi-
ranga National Park which is unexplored till now as per our
knowledge.
3. Models and terminologies

Here we describe the whole network model, terminologies and
other important part of this proposed model.
Table 1
Notations and descriptions.

Notations Descriptions

n Number of sensor nodes
S {s1; s2; s3; . . . ; sn} Set of sensor nodes
m Number of base stations
B {b1; b2; b2,. . .,bn} Set of base stations
aliveðsiÞ check whether the sensor node si alive or not
Rmax Maximum communication range of a sensor node.
NhopðsiÞ Next hop sensor node of si
Energy(si) Remaining energy of si .
dis(si; sj) Represent distance between sensor node si and sj
3.1. Network model

Here, we assume a wireless sensor network model in which we
manually deploy non portable same type (homogeneous) of sensor
nodes and BSs. Sensor nodes capture the raw data and transmit to
the corresponding BSs. The distance between two sensors or one
sensor and BS is considered the euclidean distance. Initially the
energy of all sensor nodes is same, however their energy consump-
tion rates are different depending upon the routing load. The com-
munication between the nodes or nodes and BSs take place over
wireless links, established only when they exist communication
range of one another. The wireless links are symmetric which is
useful to compute the approximate distance using received signal
strength [21]. We use the time division multiple access (TDMA)
[21] to impart medium access control (MAC) layer communication.

3.2. Terminologies

Some important notations are described in Table 1.
Some other useful terminologies for the proposed model are

defined as follows.

� Round: The time period in which all the sensor nodes success-
fully send their collected data to their nearest BSs is called a
round.

� ComS(si): This is set of all sensor nodes and BSs within the Rmax

range of si.
Therefore,
ComSðsiÞ ¼ fsk [ bk j 8sk [ bk 2 fSþ Bgg ð1Þ

� Hopmessage: Amessage which contains the hop value. Initially
the message is broadcast by the BSs by setting the hop value
equal to zero within the range Rmax and latter on it flooded by
the sensor nodes.

� Nhop(si): The set of sensor nodes those might be selected as a
next hop node of si. The next hop node must be towards the
BSs. So,
NhopðsiÞ ¼ fsk 2 ComSNðsiÞg ð2Þ

� HCount(si): Denotes the number of next hops required to reach
a BS from si. If si directly communicates with a BS, then HCount
(si) is one. Therefore,
HCountðsiÞ ¼
1; NhopðsiÞ ¼ bj 2 B
1þHCountðsjÞ; NhopðsiÞ ¼ sj 2 S

�
ð3Þ
� Average hop count: Denotes average of hop counts of all the
sensor nodes in the network. i.e.,
Avg hop count ¼
Pn

i¼1HCountðsiÞ
n

ð4Þ

Note that, decreasing the Avg hop count reduces the total energy
consumption as the travelling distance for all the data packets
from each sensor node reduces.

� Lifetime of sensor node (LTðsiÞ): The lifetime of a sensor node si
is calculated as Energy(si) divided by the energy consumption of
si for forwarding data to its next-hop sensor node per round, i.e.,
LTðsiÞ ¼ EnergyðsiÞ
Total energy consumption of si for a round

ð5Þ

4. Proposed work

The procedure of the proposed model is given as follows. Ini-
tially, all the sensor nodes and BSs go through the bootstrapping
process in which all the BSs broadcast HELLO message and all
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sensor nodes reply a response to that message. Finally the BSs pro-
vide unique IDs for the sensor nodes. Next, the network setup
phase is build which made up of setup phase and steady state
phase. Initially at the set up phase, the BSs build a hop tree using
the sensor nodes by allocating a hop value to each sensor node
and then, the final route setup is accomplished with the help of
proposed algorithm. The steady state phase consists of some pre-
specified rounds say 50 or 75 rounds. Every round the sensor nodes
forward their collected data to either next hop sensor nodes or BSs.
This phase is continued until and unless there is a path from a sen-
sor node to a BS.

Now we represent first the hop tree setup phase and then the
proposed routing algorithm. Finally we represent the LP formula-
tion for the routing problem.

4.1. Hop tree setup phase

Here, we discuss the formation of hop tree as follows. First, the
BSs broadcast a hop message containing a hop value equal to zero
to all the sensor nodes in the Rmax communication range. After
receiving the message, If a sensor node does not have any hop
value then the node sets its hop value by increasing the hop value
of hop message by one. For example, if a node si receive a hop value
of 2, then si sets its hop value 3. After fixing the hop value, a sensor
node again floods the hop message in the communication range
Rmax. This flooding process will continue until all the sensor nodes
get a hop value. Note that, during this flooding process a sensor
which already have the hop value may receives multiple hop mes-
sages flooded by all the BSs, however it keeps only the smallest hop
value by incrementing one. The hop tree formation algorithm for
multiple BSs is shown in Algorithm 1. The Fig. 3 shows the creation
of hop tree for a single BS.

Algorithm 1. Hop tree formation
Lemma 1. The worst case running time complexity of the hop tree
formation algorithm is Oðn2Þ for n sensor nodes and m base
stations.
Proof. For the line 1–5, initializing the value of HCountðsiÞ to some
threshold value (TH) is OðnÞ as in the worst case the all the sensor
nodes remain alive. In the line 6–13, each sensor node checks
whether it is in the communication range Rmax of any BSs or not.
Therefore, in the worst case time complexity of this section (line
6–13) is Oðm � nÞ for m BSs and n sensor nodes. In the line 14–
27, each sensor node checks is there any sensor node in its commu-
nication range Rmax which is already having a hop value or a hop
value less than its own hop value. Therefore, each sensor node
for the worst case checks with all of its neighbours i.e., the worst
case complexity of this section of Oðn � ðn� 1ÞÞ or Oðn2Þ. Therefore,
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the worst case complexity of the hop tree formation is
OðnÞ þ Oðm � nÞ þ ðn2Þ or ðn2Þ. h
4.2. Routing phase

Now we discuss the routing algorithm. Here every sensor node
selects the next hop node or BS in such a way that the lifetime of
the network is maximized. This is implemented as follow. Initially,
all the sensor nodes which are within the Rmaxrange of any BS
bj;8bj 2 B, they transmit the data directly to their corresponding
nearest BSs, i.e., NhopðsiÞ = bj. Otherwise, a sensor node has to find
some other sensor node as next hop node. During this next hop
selection process, a sensor node si always selects a node sjfrom
its ComSðsiÞ having the hop value one less than the hop value of
si, i.e., HCountðsiÞ = HCountðsjÞ þ 1. But, still the node si may have
many possible next-hop nodes with same hop value within its
communication range. In that scenario, the node si selects a next
hop node sjbased on maximum fitness value of a fitness function
(say, Fitnessfun(si; sj)) which is given as follows.

Fitness funðsi; sjÞ ¼ EnergyðsjÞ
disðsi; sjÞ � disðsj; skÞ ð6Þ

Note that, a sensor node (si) should select another next hop sen-
sor node (sj) which has maximum energy (i.e.,Fitnessfun(si; sj) /
Energy(sj)). A sensor node losses maximum energy to communi-
cate with other sensor node. So sensor node (si) should select the
nearest next hop sensor node (sj) (i.e., Fitnessfun(si; sj) /1/dis
(si; sj)) Similarly, si should select that sj whose distance between
sj and next hop sensor node of sj (say, sk) is minimum (i.e., Fitness-
fun(si; sj) / 1/dis(sj; sk). The next hop selection in routing phase is
shown in Algorithm 2.

Algorithm 2. Routing



Fig. 3. Hop tree.
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Lemma 2. The worst case running time complexity of the routing
algorithm is Oðn2Þ for n sensor nodes and m base stations.
Proof. For the line 1–5, first we check the aliveness of sensor
nodes. If a node is alive then initializing the NhopðsiÞ to some
threshold value (TH). In the line 6–16, each sensor node checks
whether it is in the communication range Rmax of any BSs or not.
If any BS is in the communication range then NhopðsiÞ equals to
the corresponding BS. Therefore, in the worst case time complexity
of this section (line 6–16) is Oðm � nÞ for m BSs and n sensor nodes.
For the line 17–32, each sensor node checks is there any sensor
node in its communication range Rmax and calculate the fitness
function. Therefore, each sensor node for the worst case checks
with all of its neighbours i.e., the worst case complexity of this sec-
tion of Oðn � ðn� 1ÞÞ or Oðn2Þ. Therefore, the worst case complexity
of the routing algorithm is OðnÞ þ Oðm � nÞ þ ðn2Þ or ðn2Þ. h
4.3. LP formulation for routing problem

In the proposed model, the lifetime of the network means the
number of rounds until the first sensor node dies. The objective
of the proposed model is to enhance the lifetime of the network
and that is only possible when we maximize the lifetime of the fast
energy drainage sensor node. Therefore, this can be achieved by
properly distributing the routing overload among the sensor nodes.
If we consider the average number of next hop nodes for a sensor
node si is k, then there is kn possible way to create the paths
towards the BSs for n number of sensor nodes. Thus, routing prob-
lem is an optimization problem which can also be solved using LP
formulation. Let Xi;jbe a Boolean variable such that,
Fig. 4. An illustration of
Xi;j ¼
1; if NhopðsiÞ ¼ sj j 8si 2 S and sj 2 fSþ Bg
0; Otherwise

�
ð7Þ

Hence, the LP formulation for routing problem to maximize the
lifetime of the network can be written as follows.

fitness ¼ minfLTðsiÞ j 8si 2 Sg ð8Þ

Objective ¼ Maximize fitness ð9Þ

Subject to

Xnþm

j¼1

ai;j ¼ 1;8i1 6 i 6 n;8si 2 S;8sj 2 fSþ Bg

and HCountðsjÞ < HCountðsiÞ
ð10Þ

Xnþm

j¼1

disðsi; sjÞ � Xi;j 6 Rmax;1 6 i 6 n;

8si 2 S;8si 2 fSþ Bg; i– j and HCountðsjÞ
ð11Þ

Note that, the first constraint (Eq. (10)) guarantees that each
sensor node siselects only one next hop node sjor BS bjtowards
the BS. On the other hand, second constraint (Eq. (11)) guarantees
that a sensor node siselect a next hop node sjonly if it is within the
maximum communication range Rmax.

4.4. An illustration of the proposed model

For better understanding of the proposed model, we assume a
small wireless sensor network scenario with 10 sensor nodes
S ¼ fs1; s2; s3 . . . ; s10g and 3BS B ¼ fb1; b2; b3g shown in Fig. 4.
The sensor nodes (shown in image red circle) and the BSs (blue
square) are deployed in the boundary line of the target area. After
that, the hop value (say h1;h2;h3 etc.) for every sensor node is cal-
culated using the Algorithm 1. The sensor node whose hop value is
1 (e.g., s1; s4; s5; s7; s8; s10) can send data directly to the BSs and
whose hop value is greater than 1 (e.g., s2; s3; s6; s9) can send data
via the intermediate next hop nodes. During the next hop selection
process, a sensor node si always selects a next hop node sj whose
hop value is one less than the hop value of si i.e., HCount(si) =
HCount(sj)+1. Thus, the node s6 with hop value h2 will select either
s5 or s7 since their hop value is h1. Now whether s6 selects s5 or s7
the proposed model.
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that is depends on maximum fitness value using the Eq. (6). When
a sensor node senses the presence of human movement around the
boundary area, immediately the captured data is forward to the
nearest BS so that immediate action can be taken against them.
5. Simulation results

The simulations of proposed algorithm were performed using
Matlab R2014a on Intel CORE i3 processor, 4 GB RAM and
2.40 GHz CPU running on the Microsoft Windows 8.1 platform.
As per our knowledge we have not found anyWSN’s scenarios sim-
ilar to our proposed model where sensor nodes are placed in the
perimeter of large boundary of Rhino inhabited area for the fair
comparison. We have created our own scenario for the comparison
of the proposed model by varying number of sensor nodes (60, 90)
and varying number of BSs (3, 5, 7). For simulations, we have used
the energy equations ([22–24]) given in the Eqs. (12) and (13). We
assume that each node’s initial energy was 2j and BSs have unlim-
ited energy ([22–24]). We have used the following values of
parameter as in ([25,26]) shown in Table 2.

E|ðp; disÞ ¼
p:Eelec þ p:efs:dis

2 dis 6 dis0

p:Eelec þ p:emp:dis
4 dis P dis0

(
ð12Þ
ERðpÞ ¼ p:Eelec ð13Þ
Multi-path fading channels and the free space are used based on

the distance between sender and receiver. When threshold value is
greater than distance dis0 then free space model is used, otherwise
multi path model. If Eelec is the energy required by the electronics
circuit, efsand emp are the energy required by amplifier in free space
and multi-path respectively, energy required by the radio to trans-
mit an p-bit over a distance dis is given in Eqs. (12) and (13).
Fig. 5. Comparison in terms of (a) Energy consumption for 60 s

Table 2
Parameters for experiments.

Parameters Value

Sensor nodes 60/90
Base Stations 3/5/7
Initial energy of nodes 2 j
Rmax 100 m
Eelec 50 nJ/bit
Emp 0.0013 pJ/bit/m4

Efs 10 pJ/bit/m2

Packetsize 4000 bits
Messagesize 200 bits
5.1. Energy consumption

First, we discuss the algorithm for total energy consumption of
60 sensor nodes and 90 sensor nodes in the Fig. 5(a-b). In both the
figures, we observed that total energy consumption is very less for
7 BSs in comparison to 5 and 3 BSs. This is because of (i) the fitness
function (Eq. (6)) in which each sensor node carefully selects its
next hop node to send the data packet towards BS with minimum
energy consumption, (ii) due to the formation of hop tree, each
sensor nodes always send data to its nearest BS which reduces
the data packets travel distance from each sensor nodes to the BS
for the 7 BSs scenario, (iii) when the number of BSs increase the
average hop counts for each sensor node towards the BS are
decreased and as a result, the data packet from each sensor node
has to travel less distance to reach the BS, and (iv) Increasing the
number of BSs reduce data forwarding load for each sensor nodes
towards BSs, hence less energy consumption for 7 BSs. On the other
hand, the average hop counts as well as the travel distance for each
data packet from each sensor node to the BS for the 5 BSs are
greater than 7 BSs but less than 3 BSs, that’s why the energy con-
sumption for 5 BSs is greater than 7 BSs but less than 3 BSs and 3
BSs has the highest energy consumption among all. Note that, in
Fig. 5(a), the energy consumption for the 7 BSs is lowest through
the lifetime, but for the 3 BSs the energy consumption is highest
up to 2000 rounds and after that it is lower than 5 BSs. This is
due to the sudden death of large number of sensor nodes (see
Fig. 6(a)) at around 2000 rounds for the 3 BSs, however for the 5
BSs, the number of dead sensor nodes at around 2000 rounds is
lower than 3 BSs and hence more sensor nodes are alive and hence,
more energy consumption. Similarly for the Fig. 5(b), the energy
consumption for the 7 BSs at around 2500 rounds is higher than
5 BSs because of large of dead sensor nodes (see Fig. 6(b)) for 5
BSs reduces its energy consumption, but at the same time number
of dead nodes is very less (see Fig. 6(b)) for 7 BSs at around 2500
rounds, i.e., higher number of alive sensor nodes and hence high
energy consumption.
5.2. Dead sensor nodes

Now we represent the number of dead sensor nodes for the
same scenario in Fig. 6(a-b). As we have seen earlier that the
increased in the number of BSs reduces the energy consumption
for each sensor nodes, thus the lifetime of each sensor nodes
increased too. Therefore, the sensor nodes die in the network
due to energy depletion after very longer period of time. In
Fig. 6(a), we can observe that the number of dead sensor node
is very less for the 7 BSs followed by 5 BSs and 3 BSs, because
ensor nodes. (b) Energy consumption for 90 sensor nodes.



Fig. 7. Comparison in terms of (a) Packet received by BSs for 60 sensor nodes (b) Packet received by BSs for 90 sensor nodes.

Fig. 8. Comparison in terms of (a) Standard deviation for 60 sensor nodes (b) Standard deviation for 90 sensor nodes.

Fig. 6. Comparison in terms of (a) Number of dead sensors for 60 sensor nodes (b) Number of dead sensors for 90 sensor nodes.
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the data forwarding load as well as energy consumption for each
sensor node is lowest in 7 BSs scenario. Thus a large number of
nodes remain alive in the network for longer period of time. On
the other hand energy consumption rate for each sensor node in
5 BSs higher than 7 BSs, that’s why the number of dead nodes is
higher for the 5BSs and it is highest for 3 BSs. Same can also be
seen in the Fig. 6(b).
5.3. Packets received

In this section, we compared the total data packets received at
the BSs for 60 sensor nodes and 90 sensor nodes which is shown in
Fig. 7(a-b). In both the scenarios, the packets received at BSs are
very high for 7 BSs compare to others. It can be observed from
Fig. 7(a) that the number of data packets received at BSs for 7BSs
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is very high compared to 5 BSs and 3 BSs. The reasons behind them
are when we use more BSs then energy consumption rate of nodes
are very less, so the large number of sensor nodes remains alive
(see Fig. 6(a-b)) in the network for long time in the network which
results large number of data packets received at BSs. However, the
sensor nodes in the 5 BSs and 3 BSs scenario remain alive less time
compared to 7 BSs and hence less number of data packets received
at BS for these two scenario.

5.4. Standard deviation

Now we compare the results in terms of energy balancing.
Fig. 8(a-b) shows the standard deviation of remaining energy of
all the sensor nodes after each round. It can be observed from
the Fig. 8(a-b) that the standard deviation for the 7 BSs scenario
is lowest among the others two. Moreover it is increasing for all
the scenarios with increasing rounds. Since the energy consump-
tion rate for each sensor node is different in a particular scenario
due to their different hop counts. The energy consumption rate
the very high for the nodes near to the BSs and very low for the
node furthest from the BSs. Also with increasing rounds the num-
ber of dead sensor nodes is also vary for different scenarios (see
Fig. 6(a-b)) which reflects the standard devotion which can be seen
in the Fig. 8(a-b).

6. Conclusions and future work

In this paper, we have proposed an application of WSNs to avoid
the Rhino poaching in Kaziranga National Park. In this application,
first a hop tree formation algorithm is proposed and then a routing
algorithm has been proposed to maximize the lifetime of the net-
work. We have measured the time complexity of both the algo-
rithms. Then a LP formulation for the routing problem has been
proposed. Finally, we enormously have simulated the proposed
algorithm and justified the results in terms of various performance
metrics such as energy consumption, standard deviation of
remaining energy of nodes etc. In our propose application, we have
not considered fault tolerance issue of the sensor nodes, however
our future work will be made to develop algorithms considering
the fault tolerant issue.
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